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Motivation
Ø No new physics found at the LHC so far L

Ø Need for precise measurement of SM 
processes

Ø This means accurate higher order (HO) 
calculations…

Ø … but also precise knowledge of 
Parton Distribution Functions (PDFs)

Ø Proton-proton collision at the LHC

Ø For simplicity, let’s consider Deep                                                                     
Inelastic Scattering (DIS) process - just 
one incoming parton

Ø 𝑝𝑝 and 𝑝�̅� collisions will be considered in 
the exercises

Francesco Giuli - francesco.giuli@cern.ch 2



14/09/2023

Factorisation theorem

Partonic cross sections:
• Process dependent
• High-scale (short-distance) objects
• Computable in perturbation theory 

(LO, NLO, NNLO, N3LO)

PDFs:
• Universal (process independent)
• Low-scale (long-distance) objects
• Non computable in perturbation 

theory 
• Scale dependence perturbative 

(DGLAP)
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Ø Once PDFs have been determined at a given scale, the DGLAP evolution 
equations can be used to evolve them to any other scale 

Splitting functions

𝜇!
𝜕
𝜕𝜇! 𝑓" 𝜇 = 𝑃"#⨂𝑓#(𝜇)

𝜎!"# 𝑥, 𝑄$ = &
%

& 𝑑𝑧
𝑧
𝐶' 𝑧, 𝛼# 𝑄$ 𝑓'

𝑥
𝑧
, 𝑄$ = 𝐶'⨂𝑓'

3



14/09/2023

How do we determine PDFs?
Ø Presently, the most accurate and reliable way is through fits to data
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𝑓#(𝑥, 𝑄$%)
𝑥 = 𝑝!/𝑝"
0 < x < 1

Q0 ~ 1 GeV 
(initial scale)
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DGLAP
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the fitted 

data
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Ø The xFitter project (former HERAFitter) is a unique open-source QCD fit 
framework

Ø GitLab repository (open access)

Ø This code allows users to:
Ø extract PDFs from a large variety of data
Ø assess the impact of new data on PDFs
Ø check the consistency of experimental data
Ø test different theoretical assumptions

Ø Several active developers between experimentalists and theorists

Ø More than 100 publications obtained using xFitter since the beginning of the 
project

Ø List of recent analyses by the xFitter Developers’ Team:

The xFitter Project

MORE IN PREPARATION!
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https://www.xfitter.org/xFitter/xFitter
https://gitlab.cern.ch/fitters/xfitter
https://www.xfitter.org/xFitter/xFitter/results


Ø Parametrise PDFs at the initial scale:
Ø several functional forms available
Ø define PDF parameters to be minimised

Ø Evolve PDFs to the scales of the fitted data points: 
Ø DGLAP evolution up to NNLO in QCD and NLO QED (QCDNUM, APFEL, MELA) 
Ø non-DGLAP evolutions (dipole, CCFM)

Ø Compute predictions for the data points:
Ø several mass schemes available in DIS (ZM-VFNS, ACOT, FONLL, TR, FFNS)
Ø predictions for hadron-collider data through fast interfaces (APPLgrid, FastNLO)

Ø Comparison data-predictions via 𝜒!:
Ø multiple definitions available
Ø consistent treatment of the systematic uncertainties

Ø Minimise the 𝜒! w.r.t. the fitted parameters
Ø using MINUIT or by Bayesian reweighting

Ø Useful drawing tools – nice and colorful plots

Ø Last xFitter External meeting held in May at CERN 

xFitter in a nutshell

Gluon PDF
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https://indico.cern.ch/event/1273738/


Results obtained with xFitter
DIS inclusive processes (𝒆𝒑) Drell-Yan processes (𝒑𝒑, 𝒑$𝒑)

Jet production (𝒆𝒑, 𝒑𝒑,)
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Federico Vazzoler xFitter Workshop - 09.03.2022

    W+c @ 8 TeV 9

W+c production @ 8 TeV, 
19.7 fb-1 data (2012) 
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ℓ
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c − jet

arXiv:2112.00895

QCD ANALYSIS: RESULTS

Strangeness suppression factor agrees with earlier CMS results and 
other NLO PDF sets

2112.00895
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [59, 73]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets.

5.3 Model, theoretical and parameterisation uncertainties

Additional uncertainties a�ecting the PDFs are presented in this section. These are classified as either
model, theoretical or parameterisation uncertainties.

5.3.1 Model and theoretical uncertainties

Model uncertainties include e�ects due to variations of the heavy-quark masses input to the TRVFN
heavy-quark-mass scheme, the minimum &

2 cut on the HERA data and the value of the starting scale
for evolution. The minimum &

2 cut was varied in the range 7.5 < &
2
min < 12.5 GeV2 and the starting

31

EPJC 82 (2022) 5 438
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https://link.springer.com/article/10.1140/epjc/s10052-017-4931-5
https://arxiv.org/pdf/1506.06042.pdf
https://arxiv.org/abs/2112.00895
https://inspirehep.net/literature/1994965


xFitter release 2.2.0

Ø Release 2.2.0 released! (major update of evolution and reaction interfaces)

Ø Script to install xFitter and all its dependencies: install-xFitter

2.2.0
Future Freeze

https://www.xfitter.org/xFitter/xFitter/DownloadPage

GitLab
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xFitter release 2.0.0

https://www.xfitter.org/xFitter/
xFitter/DownloadPage

Ø By default, only final combined HERAI+II data are distributed

Ø getter-xfitter.sh script to download data with corresponding theory files

Ø In directory 'datasets' located all available files

21/03/2018 Francesco Giuli - University of Oxford

https://gitlab.cern.ch/fitters/xfitter/-/blob/master/tools/install-xfitter
https://www.xfitter.org/xFitter/xFitter/DownloadPage
https://gitlab.cern.ch/fitters/xfitter-datafiles


New features in the xFitter 2.2 (master)

I Modular fit scheme with di↵erent components separated into C++ classes, defined using a
YAML steering file

I Profiler

I Improved LHAPDF6 input and output

I Support for CERES minimizer in addition to MINUIT

I Redesigned build system using cmake

Ø Significant changes in the internal 
structure 

Ø Re-written interfaces to minimizers, 
PDF parameterisation, 
decomposition, evolution and 
theory reactions 

Ø Large changes in the user interface

Ø Data handling, format and chi2 
calculation remain largely the 
same (but there are changes) 

Ø Nicely summarized in this talk by S. 
Glazov

Ø Picture taken from Ivan Novikov’s 
talk

Talking about the new release…
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https://indico.ijclab.in2p3.fr/event/7847/contributions/25261/attachments/18402/24518/xFitter_Glazov_orsay.pdf
https://indico.desy.de/event/25055/contributions/55814/attachments/36157/45265/status-master_1.pdf


xFitter usage in the HEP comunity
Ø xFitter is the tool of choice for PDF/QCD analyses by the LHC Collaborations

Ø ATLAS:
Ø PDF fit from diverse ATLAS data at 𝑠 = 7, 8 and 13 TeV - EPJC 82 (2022) 5 438

Ø Drell-Yan phenomenology:
Ø PDF impact of AFB in NC Drell-Yan events - JHEP 10 (2019) 176
Ø PDF sensitivity of the longitudinal Z-boson polarisation - Phys.Lett.B 821 (2021) 136613
Ø PDF sensitivity to AFB and AW in Drell-Yan for Precision EW Measurements and New 

Physics Searches - Nucl.Phys.B 968 (2021) 115444
Ø Enhancing the LHC sensitivity to broad W’/Z’ resonances of new gauge sectors -

JHEP 02 (2022) 179, PLB 841 (2023) 137915

Ø Important contribution in several ongoing activities of the LHC EW WG:
Ø Correlations between different PDFs trough pseudo-data fits
Ø ATLAS/CMS/LHCb 𝐬𝐢𝐧𝟐 𝜽𝒆𝒇𝒇𝒍 pseudo data and combination exercise
Ø Tevatron/ATLAS (and in future LHCb and CMS) 𝒎𝑾 combination

Ø 𝜶𝑺 extraction from Z boson transverse momentum distribution - 2203.05394, 
ATLAS-CONF-2023-015
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https://inspirehep.net/literature/1994965
https://inspirehep.net/literature/1744451
https://inspirehep.net/literature/1837472
https://inspirehep.net/literature/1852306
https://inspirehep.net/literature/1970953
https://arxiv.org/abs/2211.06188
https://arxiv.org/abs/2203.05394
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-015/
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List of exercises
Ø Exercise 1: PDF fit

Ø learn the basic settings of a QCD analysis, based on HERA data only

Ø Exercise 2: 𝛼% extraction
Ø learn the basic of an 𝛼% extraction using ATLAS Z pT data

Ø Exercise 3: LHAPDF analysis
Ø how to estimate impact of a new data without fitting
Ø basis on profiling and reweighting techniques

Other useful/interesting exercise you might want to have a look at in backup:

Ø Exercise 4: Including small-x resummation correction in a PDF fit

Ø Exercise 5: Adding your preferred PDF parametrization

Ø Exercise 6: Fit to final combined HERAI+II data and ATLAS W,Z data at 7 TeV
Ø strange-quark density: fixed vs free 𝑟&
Ø unsuppressed strange at low-x 

Ø Exercise 7: Charged pion PDF

Ø Exercise 8: Charged pion Fragmentation Functions (FFs)

Ø Bonus: how to generate fixed-order predictions (key ingredient of a PDF fit)

Francesco Giuli - francesco.giuli@cern.ch 11

𝑟& =
𝑠 + �̅�
2𝑢 + �̅�
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Overview
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Ø Each exercise in a separate directory: ~/xFitterTutorial/
Ø Exercise1
Ø Exercise2
Ø Exercise3
Ø Exercise4
Ø Exercise5
Ø Exercise6
Ø Exercise7
Ø Exercise8

Ø You can find the xFitter manual and this tutorial in ~/xFitterTutorial/DOC
Ø DOC/xFitter_Manual.pdf
Ø DOC/xFitter_Tutorial.pdf

Ø All these exercises (with many more examples) can be found here

Ø Updated Wiki to help users, with also the list of existing JIRAs

Ø If you cannot find an answer to your question, create a new JIRA ticket, with 
issue type "Question"

https://gitlab.cern.ch/fitters/xfitter/-/tree/master/examples
https://gitlab.cern.ch/fitters/xfitter/-/wikis/home
https://its.cern.ch/jira/browse/XFITTER-68?jql=project%20%3D%20XFITTER%20AND%20resolution%20%3D%20Unresolved%20ORDER%20BY%20priority%20DESC%2C%20updated%20DESC
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Input files for a xFitter run
Francesco Giuli - francesco.giuli@cern.ch 13

Ø Each time we run xFitter, we need to care about three configuration files:
Ø parameters.yaml:

Ø Minimisers – MINUIT or CERES
Ø Settings and commands for MINUIT
Ø Define parameters of the PDF parameterisation
Ø Running mode: PDF fit or LHAPDF analysis
Ø QCD order (NLO or NNLO)
Ø Heavy flavor scheme (TR, ACOT, FONLL, etc.)

Ø steering.txt:
Ø List of data sets
Ø 𝜒' settings

Ø constants.yaml:
Ø EW and SM input parameters e.g. couplings, quark masses etc.

(CERES instructions since 
the tutorial uses MINUIT)
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General structure of the exercise
Francesco Giuli - francesco.giuli@cern.ch 14

Ø Each exercise has all the necessary inputs and datafiles for running xFitter

Ø The results will be saved in the ‘output’ directory for further manipulation

Ø Before every exercise, in order to set up environmental variables, do                 
$> source ~/Software/setup.sh

Ø To run xFitter, in the exercise folder type $> xfitter

Ø To draw graphical visualisation of the results: $> xfitter-draw output
Ø Many drawing options! Type $> xfitter-draw --help to see all of them

Ø Post-fit and pre-fit manipulation of the LHAPDF files: $> xfitter-process
(needed for exercise3 in backup)
Ø Many modules available! Type $> xfitter-process --help to see all of them

Ø profile – to be used with Hessian PDF eigenvectors error sets
Ø reweight – to be used with NNPDF-style PDF sets (MC replicas)
Ø scale90to68 – scale PDF error bands from  90% CL to 68% CL
Ø rotate – obtain a PDF set which members are sorted according to their 

sensitivity to particular data
Ø symmetrize – produces symmetric bands out of hessian PDF set
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EXERCISE 1
PDF fit
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Exercise 1
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Ø Purpose: Learn the basic settings of a QCD analysis and reproduce the results 
of the HERAPDF2.0 fit

Ø Data set: Final combined HERAI+II DIS data

Ø QCD order: NNLO
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 HERAPDF2.0 NNLO
 uncertainties:
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Figure 23: The parton distribution functions xuv, xdv, xS = 2x(Ū+ D̄) and xg of HERAPDF2.0
NNLO at µ2f = 10GeV

2. The gluon and sea distributions are scaled down by a factor 20. The
experimental, model and parameterisation uncertainties are shown. The dotted lines represent
HERAPDF2.0AG NNLO with the alternative gluon parameterisation, see Section 6.8.

70

1506.06042

This data set is very 
important! Backbone 
of all modern PDF fits 

https://arxiv.org/abs/1506.06042
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Exercise 1 - settings
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Ø $> cd ~/xFitterTutorial/exercise1

Ø Final combined HERAI+II DIS data in steering.txt

Ø FYI you can add as many data sets as you want! The fit will take longer J
have a look at this example

https://gitlab.cern.ch/fitters/xfitter/-/blob/master/examples/ALLDATA/steering.txt
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The structure of a xFitter datafile - DIS
Francesco Giuli - francesco.giuli@cern.ch 18

Ø ‘Name’ provides the name of the data set

Ø ‘IndexDataset’ is an internal index of the data set (provide unique numbers to get extra 𝜒! info)

Ø ‘Reaction’ indicates the reaction type of the data set (used to trigger the corresponding theory 
calculation)

Ø ‘NData’ specifies the number of data points in the file

Ø ‘NColumn’ is the number of columns in the data table

Ø ‘ColumnType’ defines layout of the data table: Bin, Sigma, Error and Ignored

Ø ’ColumnName’ defines names of the columns (e.g. x, Q2 and y are required for DIS NC xsec)
Ø If ColumnType = Sigma, it provides a label for the observable
Ø If ColumnType = Error, the following names have special meaning: stat, uncor and total

Ø Other names specify columns of correlated systematic uncertainties (e.g. each column of 
the correlated uncertainty must have unique name)

Ø ‘Percent’ tells if an uncertainty is given in absolute (false) or in percent (true)



14/09/2023

The structure of a xFitter datafile - LHC
Francesco Giuli - francesco.giuli@cern.ch 19

Ø ‘TermName’ gives names of terms used in the theory expression

Ø ‘TermSource’ might be:
Ø KFactor à term which denotes an array of K-factors corresponding to the data bins
Ø APPLgrid, FastNLO, … à this term tells the parser to initialize the correct theory reaction for 

the cross section evaluation
Ø VirtGrid à it can be used if the fit is performed using multidimensional measurements (here, 

each row denotes a single bin of the cross section and, the APPLGRID file location and number 
of bins in it)

Ø ‘TermInfo’ gives paths from where the term numerical values should be taken

Ø ‘TheorExpr’ is the theory expression in simple algebraic form

Gitlab repository

https://gitlab.cern.ch/fitters/xfitter-datafiles/-/blob/master/lhc/atlas/wzProduction/1612.03016/zypeak_cc-thexp.dat
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The structure of a xFitter datafile - Plot
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Ø ‘PlotN’ tells us the number of of distributions to be plotted

Ø ‘PlotDefColumn’ is the variable name you want to plot 

Ø ‘PlotDefValue’ specifies the x-axis range of the variable you’re plotting

Ø ‘PlotOptions’ are several plotting options to have some graphical improvement and 
labels on the standard xFitter plots in output 
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Exercise 1 - settings
Francesco Giuli - francesco.giuli@cern.ch 21

Ø The PDF parametrisation is set in parameters.yaml

Ø HERAPDF-like PDF parametrisation:

𝐴𝑥6 1 − 𝑥 7 1 + 𝐷𝑥 + 𝐸𝑥% − 𝐴8𝑥6& 1 − 𝑥 7&

Ø Sum rules
Ø Asymptotic behaviour
Ø To better model the high-x region

Just for the gluon PDF (𝐶′' = 25) 
to suppress negative 

contributions at high-x

equivalent 
to…
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Exercise 1 - settings
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Ø The starting values of the parameters are set in parameters.yaml

Ø The first number is the starting 
value, the second number the 
step size in the minimisation (if 
set to 0, the parameter is fixed)

Ø You can also define parameters 
as a function of other 
parameters i.e. AUBar

Another possible 
way to provide 
values, step, etc.
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Exercise 1 - settings
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Ø Settings for PDFs as output of the fit in steering.txt

Ø Process dependent cuts in steering.txt

Should be identical to ‘Name’ in the 
datafile

Should be one of the variable name 
(‘ColumName’) in the datafile

There’s also a ‘binFlag’ in the 
datafiles:

0 à bin not included in the fit

1 à bin included in the fit
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Exercise 1 - settings
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Ø We want to perform a PDF fit… 

Ø … So we will use the option ‘DefaultEvolution: proton-QCDNUM’ in 
parameters.yaml

Ø The QCD perturbative order is set in parameters.yaml as well:

Ø Here you can see other parameters as well i.e. number of flavours, Q0, 𝛼%
value etc. – this will overwrite what you have in constants.yaml (leaving 
everything else unchanged)

Q0 is the starting scale
where we parametrize PDFs
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Exercise 1 - settings
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Ø The Heavy Flavour scheme is set in parameters.yaml

Ø Several mass schemes available in DIS:
Ø ZM-VFNS
Ø ACOT
Ø FONLL
Ø TR
Ø FFNS
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Exercise 1 - settings
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Ø To do a real fit with proper MINUIT minimisation:

Ø To run just 3 iterations:

Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output

Ø To see the full list of plotting options: $> xfitter-draw --help

PDF errors – 3 options:
Ø Pumplin – Eq. 43 of hep-ph/0611148

(asymmetric)
Ø Hesse – symmetric version of Pumplin
Ø None – no error bands evaluation

Regulated by doErros: ###

minimisation

https://arxiv.org/abs/hep-ph/0611148
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The output folder
Francesco Giuli - francesco.giuli@cern.ch 27

Ø You can modify the folder name by changing

Ø ‘Status.out’ tells us if the fit has converged (OK) or not (Failed)

Ø ‘minuit.out.txt’ contains the information about the MINUIT output of the fit

Ø ‘Results.txt’ shows the global and partial 𝜒', as well as the pulls of each 
systematic uncertainty present in the fit

Ø ‘parsout_0’ contains the ouput fit parameters (and their associated errors) in 
MINUIT format

Ø ‘fittedresults.txt’ shows the comparison between data and fit 
predictions for each  data point

Ø The ‘proton’ contains the output PDFs in LHAPDF format
Ø You can modify the name in parameters.yaml

Ø ‘pdfs_q2val_0*.txt’ are .txt files with the PDF values at different Bjorken x 
(‘01’ represents the starting scale, and then you have one file for each scale 
defined in the steering card à Q2VAL)
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EXERCISE 2
𝜶𝑺 extraction from 

ATLAS Z pT data
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Exercise 2
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Ø Purpose: Learn the basics of an 𝛼% extraction

Ø Data set: Final combined HERAI+II DIS data + ATLAS 8 TeV Z pT data (ATLAS-
CONF-2023-013) – see backup for more details

Ø QCD order: N3LL + N3LO (through DYTurbo
predictions)

Ø Strong coupling constant 𝜶𝑺 is the least well 
known in nature

Ø Dominant uncertainties to precision                                                             
measurements of Higgs coupling at LHC or 
EW precision observables at 𝑒(𝑒) colliders

Ø Non-zero value of Z pT arises from initial state 
radiations from incoming partons due to 
momentum conservation

Ø The peak position of Z pT and above is 
sensitive to 𝒂𝑺(𝒎𝒁)

 extraction from  precision measurementαS Z pT
ATLAS-CONF-2023-015

• Strong coupling strength   is the least well known in 
nature


• Dominant uncertainties to precision measurements of 
Higgs coupling at LHC or EW precision observables at 

 colliders


• Non-zero value of  arises from initial state radiations 
from incoming partons due to momentum conservation


• The peak position of  and above is sensitive to 

αS

e+e−

Z pT

Z pT
αS(mZ)
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-013/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-013/
https://dyturbo.hepforge.org/
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Exercise 2 - settings
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Ø $> cd ~/xFitterTutorial/exercise2/

Ø We added the ATLAS 8 TeV Z pT data on top of the final combined HERAI+II 
DIS data in steering.txt

Ø Additional datasets which have sensitivity to 𝛼% (i.e. CDF Z pT data) can be 
downloaded using the ./tool/xfitter_getdata.sh script

Ø Very easy to use! ./tool/xfitter_getdata.sh arXiv_number

Ø To see available data sets: ./tool/xfitter-getdata.sh --print

https://gitlab.cern.ch/fitters/xfitter-datafiles/-/blob/master/tevatron/cdf/wzProduction/1207.7138/cdf196.dat
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Exercise 2 – Z pT datafiles
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Ø Open e.g.                                                                                            
./datafiles/lhc/atlas/zptfull8tev/zpt_y00_bwi.dat

Ø Note the kind of reaction à ‘NC pp’ (Neutral Current production in pp 
collisions)

Ø ‘TermSource = DYTurbo’ thanks to a direct interface to xFitter

Ø The first file is literally a DYTurbo input file 

Ø Additional kF to take into account e.g. ISR QED corrections or missing N3LO 
QCD contributions 
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Exercise 2 - settings
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Ø We add the statistical correlation matrices in steering.txt

Ø The general format of correlation matrices
Ø ‘Name1,Name2’ are the dataset name(s)

Ø ‘IdColumns’ are the variables i.e. pT, mll, etc.

Ø ‘NBins’ are the number of bins for each variables

Ø You need to specify the kind of correlation (i.e. you                                                            
ca also have ‘Full covariance matrix’)

Ø The input format is very easy to understand!
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Exercise 2 - settings
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Ø Let’s also have a look at the DYTurbo part in parameters.yaml

Ø g1, g2 and g3 regulates a non-perturbative form factor which affects the 
region of Z pT < 5 GeV

Ø q regulates the quartic term

Ø g1 and q are free parameters of the fit!
Constrained by data 

A Modelling of non-perturbative effects

Determinations of Us(</ ) are affected by non-perturbative power corrections of the type ⇤?QCD/&
?, where

⇤QCD is the non-perturbative scale of QCD and & is the order of magnitude of the momentum transfer in the
process. Their impact strongly depends on the value of the power ? for the given process used to determine
Us(</ ). Non-perturbative QCD effects [49, 54, 64–72], are expected to be quadratically suppressed for
the Drell-Yan ?T distribution [73], thanks to the azimuthal symmetry of the intrinsic transverse momentum
smearing of partons [74, 75].

In the case of the /-boson ?T-resummed predictions used in this analysis, the Sudakov form factor
is singular in the region of transverse-momenta of the order of the scale of the QCD coupling ⇤QCD.
This signals that a truly non-perturbative region is approached and perturbative results are not reliable.
The singular behaviour of the perturbative form factor is removed by using the so-called 1⇤ [49, 76]
regularisation procedure, in which the dependence of the Sudakov form factor on the impact parameter 1 is
frozen before reaching the singular point by performing the replacement 12

! 1
2
⇤ = 1

2
1

2
lim/(1

2
+ 1

2
lim).
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where 10 = 24�W⇢ , and W⇢ is the Euler number. The 6 and @ parameters represent the leading quadratic
and quartic terms which are dominant in the region of moderate ?T of 4–10 GeV, where the sensitivity to
Us(</ ) is maximal, and they are left free in the fit. The parameter _ controls the scale of transition from
quadratic (Gaussian) to linear (exponential) behaviour of the non-perturbative primordial :T, which is
expected to be of order of 0.3 fm [77]. It is set to 1 GeV2 and varied at the time of assessing uncertainties
of the non-perturbative model. The parameter 60 controls the asymptotic behaviour of the non-perturbative
form factor at very small ?T, in a region where the measured cross section and the determined value of
Us(</ ) have very little sensitivity. It is set to 0.3 GeV2 [54] and varied at the time of assessing uncertainties
of the non-perturbative model. The parameters 1lim and &0 represent respectively the scale at which the
running of Us is frozen, and the starting scale at which the non-perturbative form factor is parameterised
by the function 6 9 (1). Changes in these parameters should be completely reabsorbed by changes in the
functions 6 (1) and 6 9 (1), provided they are flexible enough. Variations of 1lim and of &0 are performed
to assess the uncertainty related to the choice of parameterization in Eqs. (2–4).

The value of 6 determined in the nominal fit is 6 = 0.54 ± 0.04 GeV2, with a correlation to Us(</ ) of
�0.6, the value of @ determined in the fit is @ = �0.06 ± 0.04 GeV4, with a correlation to Us(</ ) of +0.4.
The correlation between 6 and @ is �0.7. Uncertainties in the modelling of the non-perturbative form
factor are estimated with variations of the parameters 1lim, &0, 60, and _. Variations of 1lim in the range
1.5 to 2.5 GeV�1 yield variations of Us(</ ) of +0.00012

�0.00020. Variations of &0 in the range 0.5 to 2 GeV yield
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Ø We have to free the 𝛼&(𝑚+) parameter in parameters.yaml

Ø We want to do a real MINUIT minimisation fit, so:

Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output_PDF_aS

Ø Bonus: you can also run separate fits with fixed values of 𝛼& (see next slide)
Ø In this way we can check the correlation between 𝛼( and the gluon PDF

As regards the PDF parametrisation, we adopt 
one with more flexibility at low x - see Exserice 
5 in backup! 

EPJ Plus (2019) 134, 531

https://link.springer.com/article/10.1140/epjp/i2019-12872-x
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Ø We find: 𝛼& 𝑚+ = ### ± ###

Ø Now we can compare the results 
with what has been found in the:
Ø N3LO+N3LL scan
Ø 𝛼%(𝑚+) determination based 

on aN4LL+N3LO predictions
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ATLAS CONF Note

ATLAS-CONF-2023-015
23rd March 2023

A precise determination of the strong-coupling

constant from the recoil of ` bosons with the ATLAS

experiment at
p
s = 8 TeV

The ATLAS Collaboration

The coupling constant of the strong force is determined from the transverse-momentum
distribution of / bosons produced in proton-proton collision at the LHC and recorded by
the ATLAS experiment. The /-boson cross sections are measured in the full phase space of
the decay leptons using 15 million electron and muon pairs, in dataset corresponding to an
integrated luminosity of 20.2 fb�1. The analysis is based on predictions evaluated at third
order in perturbative QCD, supplemented by the resummation of logarithmically-enhanced
contributions in the small transverse-momentum region of the lepton pairs. The determined
value of the strong coupling at the reference scale corresponding to the /-boson mass is
UB (</ ) = 0.11828+0.00084

�0.00088. This is the most precise experimental determination of UB (</ )

achieved so far.

© 2023 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

𝛼& 𝑚+ = 0.11866 ± 0.00064

All the three approaches 
give consistent results!

(from the ∆𝜒' = 1 criterion)
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Figure 7: Values of the j
2 function for the determination of Us (</ ) from a combined fit of PDFs and non-perturbative

parameters.

and PDF uncertainties. The value of Us(</ ) is in agreement with corresponding determinations with399

the Hessian profiling approach at this order, as shown in Table 2, and the uncertainty is comparable with400

the uncertainty of the nominal fit of ±0.00067. The dependence of Us(</ ) on the minimum squared401

four-momentum transfer &2 of the HERA data is studied in the range from 2.5 GeV2 to 25 GeV2, as shown402

in Figure 8. No significant dependence is observed above 5 GeV2.403

Sudakov subleading higher-order corrections. Additional fits are performed which differ from the404

nominal fit for subleading higher order corrections in the Sudakov form factor. In Ref. [92] different405

procedures for the computation of the Sudakov form factor are discussed, including analytic and numerical406

solutions. Subleading corrections in the definition of the Sudakov form factor and in the running of407

Us are tested with fits where the Sudakov form factor is evaluated with a numerical integration, and408

Us(&) in the Sudakov form factor is obtained from the exact numerical renormalisation-group-equation409

invariant solution for the running of Us. Scale variations are estimated with the methodology proposed in410

Ref. [93]. The scale variations midpoint and half envelope for these fits yield Us(</ ) = 0.11832±0.00029.411

Fits where the hard-collinear coefficients are evolved according to the CSS scheme [54] yield a value412

of Us(</ ) = 0.11872 for the central value of the scales. In all the cases considered, the inclusion of413

subleading higher order corrections is covered by the estimate of missing higher order corrections based on414

scale variations, hence no additional uncertainty is considered.415
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[1] D. J. Gross and F. Wilczek, Ultraviolet Behavior of Non-Abelian Gauge Theories,417
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[2] H. D. Politzer, Reliable Perturbative Results for Strong Interactions?,419
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Figure 3: Determination of Us (</ ) at various different orders in the QCD perturbative expansion, using the MSHT20
PDF set. The filled area represents missing higher order uncertainties estimated through scale variations, the vertical
error bars include experimental and PDF uncertainties.

Table 1: Summary of the uncertainties for the determination of Us (</ ).

Experimental uncertainty +0.00044 -0.00044
PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020

Flavour model +0.00021 -0.00029
QED ISR +0.00014 -0.00014

N4LL approximation +0.00004 -0.00004

Total +0.00084 -0.00088

quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions

8

ATL-COM-PHYS-2023-076

https://cds.cern.ch/record/2849025
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EXERCISE 3
LHAPDF analysis
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Ø Purpose: Learn how to include a new dataset into an existing PDF set, without 
redoing a PDF fit (profiling/reweighting) – a very simple exercise which can be 
nicely put in a paper

Ø Data set: Tevatron W-boson charge asymmetry

Ø QCD order: NLO

Ø PDF sets from LHAPDF stored in ~/Software/deps/lhapdf/share/LHAPDF/

Ø LHAPDF is a convenient library for the generic interpolation of PDFs as 
functions of 𝑥 and 𝑄'

Ø PDFs are saved in tables of PDF values at fixed points in 𝑥 and 𝑄', and fast 
interpolation functions allow to access the PDFs at any other value 

Ø To download from PDF sets in LHAPDF format:
$> cd ~/Software/deps/lhapdf/share/LHAPDF/
$> lhapdf --pdfdir=./install HERAPDF20_NNLO_EIG (VAR)

$> export LHAPATH=‘pwd’/:$LHAPATH



14/09/2023

Exercise 3 - settings
Francesco Giuli - francesco.giuli@cern.ch 38

Ø Settings for running a LHAPDF Analysis in parameters.yaml

Ø We need to specify that we want to use LHAPDF evolution

Here you specify the LHAPDF 
set you want to use 
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Ø The inclusion of new data into an existing PDF set can be done with a Hessian 
profiling technique

Ø We define a 𝜒' with theory uncertainties (𝛽,- represent the PDF uncertainties)

𝜒! 𝛽./0, 𝛽12 = 𝜒./0! + 𝝌𝒕𝒉𝟐

= .
"67

8./0/ (𝜎"
./0 + ∑# Γ"#

./0𝛽#,./0 − 𝜎"12 − ∑: Γ":12𝛽:,12)
!

Δ"!
+.

#

𝛽#,./0! +.
𝒌

𝜷𝒌,𝒕𝒉𝟐

Ø Find the 𝛽1,,- which minimised the 𝜒' on the new data

Ø The fit is done by solving a system of liner equations

Ø Reinterpret the 𝛽1,,-' shifts as optimisation of the PDFs
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Ø $> cd ~/xFitterTutorial/exercise3/

Ø The Tevatron W asymmetry data sets and correlations files are set in 
steering.txt

Ø We also include a correlation matrix to take statistical correlation into account 
(see Exercise 2 for more details) 
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Ø We follow the instructions described in the xFitter twiki

Ø Remember to set enableExternalProfiler:"On” (it creates of additional 
files, needed for xfitter-draw command)

Ø PDFs are taken from LHAPDF, so there is no need to specify a parametrisation 
in parameters.yaml file

Ø We also enable the treatment of asymmetric PDF uncertainties with 
‘WriteTheo’ and we get the 𝜒' at every single iteration (‘getChi2’) 

https://gitlab.cern.ch/fitters/xfitter/-/wikis/profiler
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Ø To produce a new PDF set in LHAPDF format

$> xfitter-process profile output/pdf_shifts.dat output/pdf_rotate.pdf
output/HERAPDF20nnlo/ HERAPDF20nnlo-TevatronW

Ø Save the new PDF set into our LHAPDF collection

$> mv HERAPDF20nnlo-TevatronW ~/Sofyware/deps/lhapdf/share/LHAPDF/

Ø Run a new LHAPDF analysis specifying the new PDF set in parameters.yaml
file

proton-LHAPDF: 
sets: [HERAPDF20nnlo-TevatronW]

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw                      
HERAPDF20nnlo HERAPDF20nnlo-TevatronW

EPJC 75 (2015) 458

https://arxiv.org/pdf/1709.01151.pdf


14/09/2023

Summary
Francesco Giuli - francesco.giuli@cern.ch 43

Ø xFitter is open-source QCD fit framework! The program has many settings to 
address very different problems

Ø Big efforts have been made to keep the user interface accessible for simple 
and basic usage 

Ø Release 2.2.0 now out! (major update of evolution and reaction interfaces)
Ø Modular and flexible! More examples in the ‘examples’ folder

Ø The PDF world is amazing, fantastic and marvellous! J

We are nice people! You should 
really consider the possibility to 

join and work with us! J

https://gitlab.cern.ch/fitters/xfitter/-/tree/master/examples
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xFitter usage in the HEP comunity
Ø CMS:

Ø Multi-differential 𝑡 ̅𝑡 cross sections at 13 TeV - EPJC 80 (2020) 7 658 
Ø Extraction of PDFs, 𝛼) and contact-interactions from new inclusive jet cross section 

measurement at 13 TeV - JHEP 02 (2022) 142 (more in this talk)
Ø W+charm analysis at 8 TeV - 2112.00895

Ø Strange quark PDF analysis with DIS HERA2 data, ATLAS W,Z cross-sections and 
ATLAS, CMS W+charm cross-sections - PRD 104 (2021) 7 076004

Ø NLO analysis of heavy-quark production cross-sections using different mass 
renormalisation schemes - JHEP 04 (2021) 043

Ø TMD parton densities and corresponding parton showers: the advantage of 
four- and five-flavour schemes - 2106.09791

Ø Implementation of target mass corrections and higher-twist effects in the 
xFitter framework - PRD 101 (2020) 7 074015

Ø NNLO PDFs with EW boson data from the LHC (nuclear PDFs) - 2112.11904
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https://inspirehep.net/literature/1729144
https://inspirehep.net/literature/1972986
https://indico.cern.ch/event/1072533/contributions/4789609/
https://inspirehep.net/literature/1982672
https://inspirehep.net/literature/1921609
https://inspirehep.net/literature/1817489
https://inspirehep.net/literature/1869262
https://inspirehep.net/literature/1790240
https://inspirehep.net/literature/1996120
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Results obtained with xFitter: Examples (2)
Heavy quark production(𝒆𝒑, 𝒑𝒑, 𝒑$𝒑)

PDF4LHC report (benchmarking)Evolution of moder PDFs (benchmarking)

Top-quark production (𝒑𝒑, 𝒑$𝒑)

Francesco Giuli - francesco.giuli@cern.ch 46

1711.03143

https://arxiv.org/abs/1711.03143
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 and rapidity at 8 TeVZ pT
ATLAS-CONF-2023-013

5

• Per mille level precision in the central region


• Sub-percent precision up to 


• First comparison to N LO QCD (+ NLO EW) predictions


• Allow precise PDF interpretations with QCD scale 
uncertainties smaller than PDF uncertainties 

|y | < 3.6
3

Ø Per mille level precision in the central 
region

Ø Sub-percent precision up to |y| < 3.6

Ø First comparison to N3LO QCD + NLO EW 
predictions (DYTurbo + ReneSANCe)

Ø Allow precise PDF interpretations with 
QCD scale uncertainties smaller than PDF 
uncertainties
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• Per mille level precision in the central region


• Sub-percent precision up to 


• First comparison to N LO QCD (+ NLO EW) predictions


• Allow precise PDF interpretations with QCD scale 
uncertainties smaller than PDF uncertainties 

|y | < 3.6
3

Good agreement 
with several high-

order qT-resummed
predictions 

ATLAS-CONF-2023-013

https://dyturbo.hepforge.org/
https://renesance.hepforge.org/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-013/
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Ø Evaluate 𝜒'(𝛼%) with 𝛼% variations in 
LHAPDF
Ø Include experimental (𝛽*,,-.) and PDF 

uncertainties (𝛽/,01) in the 𝜒!(𝛼))
definition

Ø For each value of 𝛼), 𝛽/,01 terms explore 
the PDF space to find the best fit to Z pT
data

Ø aN3LO MSHT20 PDF set is used for            
the 𝛼) extraction

Ø Fit Z pT < 29 GeV region
Ø Non-perturbative form factor (affecting 

Z pT < 5 GeV) is added with 
unconstrained nuisance parameter

Ø 𝛼%(𝑚+) extracted by fitting the 2D (pT, y) 
cross section in full lepton phase space

Ø 𝝌𝟐/ndf = 82/72

scale `� , and evolved backward using the N3LO solution of the evolution equation. The number of active
flavours is set to five in all the coefficients entering the calculation, and in the evolution of the PDFs. The
charm and bottom PDFs are asymptotically switched off in the backward evolution when approaching their
corresponding thresholds.

The predicted cross sections depend on three unphysical scales: the renormalization scale `', the
factorization scale `� , and the resummation scale &, which parameterizes the arbitrariness in the
resummation procedure. The central value of the scales is set to the quadratic sum of <✓✓ and ?T.

The effect of initial-state radiation of photons on the transverse-momentum shape is estimated at leading
logarithmic accuracy with P�����8 [57] and the AZ tune of parton shower parameters [22], and applied as a
bin-by-bin multiplicative correction factor. Initial-state radiation of photons at next-to-leading logarithmic
accuracy [58] is used to validate the P�����8 predictions. Higher-order effects to the cross section
normalisation from QED initial-state radiation and from electroweak virtual corrections are considered at
next-to-leading order. These are directly computed using the code from Ref. [59], and are in agreement
with the results from other calculations benchmarked in the LHC EW working group. At the / pole, the
virtual effects decrease the predicted cross-sections by 0.8%, while the QED initial-state effects increase
them by 0.4%. These corrections are found to be independent of rapidity. Higher-order electroweak
corrections are expected to be very small at the /-boson pole, and neglected3.

The statistical analysis for the determination of Us(</ ) is performed with the xFitter framework [60].
The value of Us(</ ) is determined by minimising a j

2 function which includes both the experimental
uncertainties and the theoretical uncertainties arising from PDF variations:

j
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The correlated experimental and theoretical uncertainties are included using the nuisance parameter vectors
Vexp and Vth, respectively. Their influence on the data and theory predictions is described by the �exp

8 9

and �th
8: matrices. The index 8 runs over all #data data points, whereas the indices 9 and : correspond

to the experimental and theoretical uncertainty nuisance parameters respectively. The measurements
and the uncorrelated experimental uncertainties are given by f

exp
8 and �8 , respectively, and the theory

predictions are f
th
8 . The matrices �exp

8 9 encode all the information of the experimental covariance matrix of
the measured double-differential cross sections as functions of transverse momentum and rapidity of the /

boson. The matrices �th
8: cover the nuisance parameters of the PDF Hessian uncertainties, and parameters

of the non-perturbative form factor, which are left free in the fit by adding unconstrained variations. The
dependence of PDFs on the value of Us(</ ) is accounted for by using corresponding Us-series of PDF
sets, which are provided for seven fixed values of Us(</ ) in the range 0.114 < Us(</ ) < 0.120. At each
value of Us(</ ), the PDF uncertainties are Hessian profiled and the j

2 function is minimised by solving a
system of linear equations, according to Eq. (1) [61], whereas the different values of j2 as a function of
Us(</ ) are minimised through a polynomial interpolation to determine Us(</ ).

3 The electroweak parameters are set according to the ⌧` scheme, in which the Fermi coupling constant ⌧F, the ,-boson
mass <, , and the /-boson mass </ are set to the input values ⌧F = 1.1663787 · 10�5 GeV�2, <, = 80.385 GeV,
</ = 91.1876 GeV [16], whereas the weak-mixing angle and the QED coupling are calculated at tree level.
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Figure 4: Ratios of double-differential measured cross sections as functions of transverse-momentum and rapidity
of the / boson to post-fit predictions. The blue band shows the PDF uncertainties of the predictions pulled and
constrained by the fit, the orange band show the quadratic sum of PDF and all other theoretical uncertainties. The
measured cross sections are corrected by the post-fit pull of the luminosity uncertainty, the vertical error bars show
the experimental uncertainties of the measurement. The dashed lines show post-fit predictions in which Us (</ ) is
varied by ±0.002 and all other parameters are kept fixed.
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the experimental uncertainties of the measurement. The dashed lines show post-fit predictions in which Us (</ ) is
varied by ±0.002 and all other parameters are kept fixed.

10

correlated 
systematic 

uncertainties

uncorrelated 
systematic 

uncertainties



Exercise 2 - results
14/09/2023 Francesco Giuli - francesco.giuli@cern.ch 49

NLL NNLL LL3N LLa4N
0.108

0.110

0.112

0.114

0.116

0.118

0.120

0.122

) Z
(m s

α

MSHT20 PDF

T
Z p
Scale variations

 Z→pp 
-18 TeV, 20.2 fb

ATLAS Preliminary

Figure 3: Determination of Us (</ ) at various different orders in the QCD perturbative expansion, using the MSHT20
PDF set. The filled area represents missing higher order uncertainties estimated through scale variations, the vertical
error bars include experimental and PDF uncertainties.

Table 1: Summary of the uncertainties for the determination of Us (</ ).

Experimental uncertainty +0.00044 -0.00044
PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020

Flavour model +0.00021 -0.00029
QED ISR +0.00014 -0.00014

N4LL approximation +0.00004 -0.00004

Total +0.00084 -0.00088

quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions
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Table 1: Summary of the uncertainties for the determination of Us (</ ).

Experimental uncertainty +0.00044 -0.00044
PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020

Flavour model +0.00021 -0.00029
QED ISR +0.00014 -0.00014

N4LL approximation +0.00004 -0.00004

Total +0.00084 -0.00088

quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution with
other determinations at hadron colliders [17, 18, 20, 21], with the PDG category averages [3], with the lattice QCD
determination [10], and with the PDG world average.

determination with simultaneous determination of PDFs and strong-coupling constant. The measured
value of Us(</ ) = 0.11828+0.00084

�0.00088 is compatible with other determinations and with the world-average
value, as illustrated in Fig. 5.

Among experimental determinations, this is the most precise to date and the first based on N4LLa+N3LO
predictions in perturbative QCD. This result marks the start of a new era in precision studies of QCD with
the Drell-Yan process. The strong-coupling constant can be investigated with higher precision and in higher
energy regimes with future larger datasets.
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ATLAS CONF Note

ATLAS-CONF-2023-015
23rd March 2023

A precise determination of the strong-coupling

constant from the recoil of ` bosons with the ATLAS

experiment at
p
s = 8 TeV

The ATLAS Collaboration

The coupling constant of the strong force is determined from the transverse-momentum
distribution of / bosons produced in proton-proton collision at the LHC and recorded by
the ATLAS experiment. The /-boson cross sections are measured in the full phase space of
the decay leptons using 15 million electron and muon pairs, in dataset corresponding to an
integrated luminosity of 20.2 fb�1. The analysis is based on predictions evaluated at third
order in perturbative QCD, supplemented by the resummation of logarithmically-enhanced
contributions in the small transverse-momentum region of the lepton pairs. The determined
value of the strong coupling at the reference scale corresponding to the /-boson mass is
UB (</ ) = 0.11828+0.00084

�0.00088. This is the most precise experimental determination of UB (</ )

achieved so far.

© 2023 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

Ø First 𝜶𝑺(𝒎𝒁) determination based on 
aN4LL+N3LO predictions

Ø 𝛼%(𝑚+) determined at lower orders à
good perturbative series convergence

Ø Most precise experimental determination 
of 𝛼%(𝑚+)

Ø ATLAS-CONF-2023-015

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-015/
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Ø Purpose: Test the impact of small-x resummation corrections on PDFs

Ø Data set: Final combined HERAI+II DIS data

Ø QCD order: NNLO (+ NLLx)

Ø Small-x resummation formalism based on kT-factorization and BFKL

Ø Developed in the 90s-00s                              

Ø Recent developments: 1607.02153, 1708.07510

Ø Resummation matched to NNLO,                                                              
allowing NNLO+NLLx phenomenology

Ø Public code: HELL

Ø Installed automatically with the provided                                                     
install-xFitter script

https://arxiv.org/abs/1607.02153
https://arxiv.org/abs/1708.07510
https://www.roma1.infn.it/~bonvini/hell/
https://gitlab.cern.ch/fitters/xfitter/-/blob/master/tools/install-xfitter


Small-x logarithmic enhancement

LO          4
5
𝛼%6[     1                                                             ] 

NLO     4
5
𝛼% [# log 4

5
+      1                                        ]

NNLO    4
5
𝛼%' [# log' 4

5
+ # log 4

5
+         1                 ]

N3LO      4
5
𝛼%7 [# log7 4

5
+ # log' 4

5
+ # log 4

5
+    1    ]

LL                 NLL              NNLL

If  𝜶𝑺𝐥𝐨𝐠
𝟏
𝒙

~ 1 à all such terms in the perturbative series are equally important

Reorganisation of the expansion:
4
5
1 + # 𝛼% log

4
5
+# 𝛼%' log'

4
5
+ # 𝛼%7 log7

4
5
+… (LL) 

:!
5
1 + # 𝛼% log

4
5
+# 𝛼%' log'

4
5
+ # 𝛼%7 log7

4
5
+… (NLL)

𝜇!
𝜕
𝜕𝜇!

𝑓" 𝜇 = 𝑃"#⨂𝑓#(𝜇)𝜎$%& = 𝐶"⨂𝑓"

All-order resummation

14/09/2023 Francesco Giuli - francesco.giuli@cern.ch 52



14/09/2023

Exercise 4 - settings
Francesco Giuli - francesco.giuli@cern.ch 53

Ø $> cd ~/xFitterTutorial/exercise4

Ø Final combined HERAI+II DIS data in steering.txt

Ø Bonus: you can repeat this exercise with more data sets which are probing the 
low-x region J i.e. low mass or very forward DY, 𝐽/𝜓 or Υ production etc.
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Ø First, we change the program to evolve PDFs: from QCDNUM to APFEL

Ø Then:
Ø We raise the charm matching scale 𝝁𝒄 = 𝜿𝒄 D 𝒎𝒄 (with mc = 1.43 GeV), so it can be 

generated perturbatively

Ø We switch on the small-x resummation

Ø We change HF scheme
1707.05343

NNLO NNLO+NLLx
Total 𝜒!/d.o.f 1388/1131 1316/1131

Gain in 𝝌𝟐 of 72 units

https://arxiv.org/pdf/1707.05343.pdf
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Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output

Ø You need to compare these PDFs with HERAPDF2.0 NNLO 6
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Figure 3 The up valence PDF xuv, the gluon PDF xg and the total singlet PDF xS for the final fits with (NNLO+NLLx) and without (NNLO)
ln(1/x) resummation.

showing a good stability of the fits for the variation of these
physical parameters.

Since the charm data are in a kinematic region in which
ln(1/x)-resummation corrections are important, this data set
will also be included in our final fits. The beauty measure-
ments mostly lie at higher x and Q

2 and thus are not expec-
ted to give a significant contribution in the region of interest.
Indeed, we have verified that including these data in the fit
does not change the PDFs in any appreciable way. Moreover,
the c2 of the beauty datasets computed from PDFs determ-
ined with and without those data are basically the same. This
is mostly due to the fact that these datasets contain only a
very small number of datapoints (29 in total) with large un-
certainties. While their inclusion in the fit does not impact
the PDF determination, we decided to retain them for our
main results.

4.2 Final results with full uncertainties and comparison

with data

The final fits that we are going to present use HERA in-
clusive, charm and beauty data with the new values of mc =
1.46 GeV, mb = 4.5 GeV and Q

2
0 = 2.56 GeV, and make

use of the FONLL-C scheme, with and without ln(1/x) re-
summation as implemented in HELL. An exploration of vari-
ous sources of the uncertainties has been performed, follow-
ing the HERAPDF2.0 prescription. In addition to the ex-
perimental uncertainty, which is evaluated using either the
Hessian (our default) or the Monte Carlo method, a num-
ber of model uncertainties are considered. Specifically, we
have varied the charm mass (Dmc = ±0.05 GeV), the bot-
tom mass (Dmb =±0.25 GeV), the strong coupling aS(m2

Z
)

(DaS = ±0.001), the fraction of strangeness (D fs = ±0.1),
the initial scale (Q2

0 = 2.88 GeV2), and the Q
2
min cut on the

data (Q2
min = 2.7 GeV2 and Q

2
min = 5 GeV2). Additionally,

parametrisation uncertainties have been explored by adding

Figure 4 The difference between the gluon distribution determined
in the fits at NNLO with and without NLLx resummation taking into
account the correlations between their uncertainties. The orange (red)
band indicates the full (experimental) uncertainty on the difference.

extra terms to the polynomials Pi(x) of Eq. (3). This can give
rise to different PDF shapes with only slightly different c2’s
from that of the main fit. In the present case, the only notice-
able difference comes from the inclusion of a linear term to
the polynomial Puv

(x) of the valence up quark PDF (this was
also found in the HERAPDF2.0 study). The largest differ-
ence on the uncertainty of the gluon distribution arises from
the variation of the Q

2
min cut to 5 GeV2. Interestingly, this

uncertainty decreases for the fit with ln(1/x) resummation
due to the reduced tensions with the data, see the discussion
below.

Fig. 3 shows a direct comparison of PDFs with and
without ln(1/x) resummation at Q

2 = 3 GeV2. This fig-
ure displays also the full uncertainty bands. Note, how-
ever, that since the data used in the two fits are the same,
the uncertainty bands are highly correlated. In order to
quantify the difference in the gluon shape taking into ac-

Other PDFs 
unaffected

𝑌3 = (1 + 1 − 𝑦 !)
𝑦 = 𝑄2/(𝑠𝑥)

FL proportional to the gluon PDF

EPJC 78 (2018) 621 

https://arxiv.org/abs/1802.00064
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Ø Purpose: Test alternative PDF parametrisation

Ø Data set: Final combined HERAI+II DIS data

Ø QCD order: NNLO (+ NLLx)

Ø To model small-x region we proposed polynomial in log(𝑥)
(1 + 𝐹 log 𝑥 + 𝐺 log' 𝑥 + 𝐻 log7 𝑥 + ⋯)

Ø Considered both a multiplicative and an additive option, and we chose the
latter:

Ø Public code: HELL

Ø Installed automatically with the provided install-xFitter script

Ø FYI this is just one possible alternative parametrisation à many more to test! 
Bernstein or Chebyshev polynomials etc.

EPJ Plus (2019) 134, 531

𝑥𝑓 𝑥, 𝜇'! = 𝐴𝑥( 1 − 𝑥 ) 1 + 𝐷𝑥 + 𝐸𝑥! + 𝐹 log(𝑥) + 𝐺 log! 𝑥 + 𝐻 log* 𝑥

https://www.roma1.infn.it/~bonvini/hell/
https://gitlab.cern.ch/fitters/xfitter/-/blob/master/tools/install-xfitter
https://link.springer.com/article/10.1140/epjp/i2019-12872-x
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Ø $> cd ~/xFitterTutorial/exercise5

Ø Final combined HERAI+II DIS data in steering.txt
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Ø We need to modify the parametrization in parameters.yaml

Ø You can define as many parameters as you want

Ø You provide your preferred parametrization here

Ø You can also switch on small-x resummation (see                                                   
Exercise 4) to check if any improvement in 𝜒'
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Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output

Ø You need to compare these PDFs with HERAPDF2.0 NNLO
Contribution to ‰

2 HERAPDF2.0 Our fit (new parametrization)

subset NC e
+ 920 ‰̃

2
/n.d.p. 444/377 403/377

subset NC e
+ 820 ‰̃

2
/n.d.p. 66/70 74/70

subset NC e
+ 575 ‰̃

2
/n.d.p. 219/254 221/254

subset NC e
+ 460 ‰̃

2
/n.d.p. 217/204 222/204

subset NC e
≠

‰̃
2
/n.d.p. 219/159 220/159

subset CC e
+

‰̃
2
/n.d.p. 45/39 38/39

subset CC e
≠

‰̃
2
/n.d.p. 56/42 50/42

correlation term + log term 91 + 5 75 ≠ 3
Total ‰2/d.o.f . 1363/1131 1301/1127

Table 1. Total ‰
2 per degrees of freedom (d.o.f.) and the partial ‰̃

2 (first term of Eq. (3.1)) per number of
data points (n.d.p.) of each subset of the inclusive HERA dataset, for HERAPDF2.0 and our fit obtained
with the parametrization Eq. (2.5). The second and third terms of Eq. (3.1), denoted correlation and log
terms respectively, are also shown.

this section, we use exactly the same setting of HERAPDF2.0, including quark masses, initial scale,
etc., in order to get exactly the same PDFs if using the HERAPDF2.0 parametrization Eq. (2.1).

We begin by presenting the results of the fit in terms of ‰
2, comparing with HERAPDF2.0,

i.e. the very same fit but with the default xFitter parametrization. The numbers are given in
Tab. 1, where on top of the total ‰

2, also the individual contributions from each subset composing
the combined HERA I+II inclusive dataset to the first (“‰̃

2”) term of the ‰
2 Eq. (3.1) are shown,

as well as the total second (“correlation”) and third (“log”) terms of Eq. (3.1).
We observe a dramatic reduction of the total ‰

2 when using our new parametrization: from
1363 to 1301. This reduction of 62 units of ‰

2 is much larger than the increase of 4 units in the
number of parameters. Indeed, the ‰

2 divided by the number of degrees of freedom reduces from
1.21 to 1.15, which is a significant improvement for 1145 datapoints. This reduction is mostly
due to a better description of the neutral-current Ep = 920 GeV dataset, which improves by 41
units. This dataset contains the datapoints at smaller x, that are indeed responsible for most of
the improvement, as we will see later. The other significant reduction is in the correlation term,
reducing from 91 to 75. This implies that the theoretical prediction agrees better with the data
without the need of using a lot of correlated systematic shifts (the sum in the numerator of the first
term of Eq. (3.1)). For the other datasets the variation is milder.

This dramatic reduction of ‰
2 highlights a significant bias in the form of the parametrization

adopted in HERAPDF2.0, namely the default xFitter parametrization, Eq. (2.1). We have already
argued this on the basis of mathematical considerations, and we see it in practice from the result of
the fit. In other words, the shape of the PDFs favoured by HERA data according to NNLO theory
cannot be accurately described by the parametrization Eq. (1.1). Instead, our newly proposed
parametrization Eq. (2.4) gives much better performances.

It is di�cult to quantify exactly how our result compares with other parametrizations used by
other PDF fitting groups without performing a fit ourself with identical settings. However, such a
task is not trivial, and it is beyond the scope of this paper. In order to give an idea, we simply report
here the values of the ‰

2 of the combined inclusive HERA I+II dataset reported by the mainstream
PDF collaborations. The MMHT collaboration reports ‰

2 = 1319 [28], while the NNPDF3.1 set
gives ‰

2 = 1328 [3]. In both cases, the result refers to the very same dataset with 1145 datapoints
that we use. The CT14 study finds ‰

2 = 1402 [29], however in this case the dataset is smaller,
with 1120 datapoints. The ABMP work reports ‰

2 = 1510 [5], with a larger dataset including 1168
datapoints. We stress that all these ‰

2 values are computed from a global PDF fit; fitting only

– 7 –

Ø If small-x resummation included, further 
gain of 28 units in 𝜒'

Ø The addition of small-x resummation is 
thus very important

-1

0

1

2

3

4

5

6

10
-4

10
-3

10
-2

10
-1

10
0

Q
2
= 4 GeV

2

darker red/blue band: ft uncertainty

lighter red/blue band: ft+model uncertainties

x
g(
x,
Q
)

x

gluon

NNPDF 3.0 NNLO HERA-only

HERAPDF 2.0 NNLO

our NNLO ft

0

1

2

3

4

5

6

10
-4

10
-3

10
-2

10
-1

10
0

Q
2
= 4 GeV

2

darker red/blue band: ft uncertainty

lighter red/blue band: ft+model uncertainties

x
Σ(
x,
Q
)

x

singlet

NNPDF 3.0 NNLO HERA-only

HERAPDF 2.0 NNLO

our NNLO ft

Figure 5. Similar to Fig. 1, but with our new fit in the FONLL scheme, and including both experimental
and model uncertainties, at the scale Q

2 = 4 GeV2.

the e�ect of the variation is well outside the experimental uncertainty in the region x < 10≠2. We
stress that the ‰

2 remains unchanged for these variations, which is a confirmation that the data
considered do not have the power of constraining the strange PDF.

We now move to the impact of adding (or removing) parameters from our default parametriza-
tion Eq. (2.5). We have already anticipated in Sect. 2 that we have played with the parameters and
identified three of them (Fdv , Dg, Hg) that give the most significant e�ects on the PDFs when they
are turned on without a�ecting the fit quality. The resulting PDFs are shown in the same Fig. 4,
identified by thin solid lines. The addition of the logarithmic term to the down-valence distribu-
tion has the largest e�ect. This is accompanied by a reduction of ‰

2 by a unit, which makes this
parametrization as a potential candidate for the default parametrization. However, with this extra
parameter the dv distribution becomes negative at small x . 10≠3, which is undesired. For this
reason, we decided to keep the simpler parametrization as default, and activate Fdv for estimating
the parametrization uncertainty. Note that this parameter has an impact also on the up-valence
distribution, and to some extent on the sea distributions (see e.g. the strange at medium/large x).
The other two parametrization variations are on the gluon PDF. In one case Dg is activated, allow-
ing more flexibility at large x. Indeed the large-x shape changes substantially, but in a region where
the gluon PDF is very small and largely unconstrained. In the other case the cubic logarithmic
term Hg is activated and the linear logarithmic Fg term is simultaneously deactivated, as explained
in Sect. 2. This could in principle make an e�ect at small x, since the flexibility in that region is
obtained through a di�erent functional form. In practice, the e�ect is very mild, which is a strong
confirmation that our parametrization is robust.

Having all these variations at hand, we can combine them into a (symmetric) uncertainty band.
To do so we sum in quadrature the experimental (fit) uncertainty with each model uncertainty

– 14 –

Similar behaviour as 
NNPDF30 HERA-only
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EXERCISE 6
ATLASepWZ16: fixed vs free 𝒓𝒔
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Ø Purpose: Reproduce the ATLASepWZ16 fit results and 𝜒' comparison for two 
different cases à fixed VS free 𝑟&

Ø Data set: Final combined HERAI+II DIS data and ATLAS W,Z precise 
measurement at 7 TeV

Ø Below the datasets we need to add to the steering.txt file:

Ø We also need to apply a cut on the minimum Q2 of the data to enter the fit to 
be greater than 10 GeV – so we are not sensitive to non-perturbative effects 
i.e. higher-twist, small-x logarithmic enhancement, etc.

Ø Do you remember how to do it?
Ø Hint: look inside steering.txt J
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Ø Two different folders:

$> cd ~/xFitterTutorial/exercise6/rsFixed
$> cd ~/xFitterTutorial/exercise6/rsFree

Ø Then, we have to freeze/free 𝑟& parameter in the parameters.yaml file

Ø ATLASepWZ16 à 𝑟& ~ 1.19 so 𝑓& ~ 0.54

Ø FYI in HERAI+II à 𝑓& = 0.4 (fixed) so 𝑟& ~ 0.667

Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw rsFixed rsFree

𝑟& =
𝑓&

1 − 𝑓&
𝑓& =

𝑟&
1 + 𝑟&

Proposed range to scan:
0.91 < 𝑟& < 1.21
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Enhanced 𝑟% confirmed!

The two approaches    
give compatible results

𝒓𝒔 =
𝒔(<𝒔
=𝒖(=𝒅

= 1.12 ± 0.05 
EPJC 77 (2017) 367

https://arxiv.org/pdf/1612.03016.pdf
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Ø What happens if you start adding more and more ATLAS data?

Ø ATLASpdf21 is a PDF fit to multiple ATLAS data sets - EPJC 82 (2022) 5, 438
Ø Fit example + data files (to reproduce published results)

Ø ATLAS 𝒓𝒔 has come DOWN from ~1.2 to 0.8

Ø MSHT, CT and NNPDF 𝒓𝒔 have come UP from ~0.5 to 0.8 when including W,Z 7 
TeV ATLAS data
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Figure 18: ATLASpdf21 'B distribution showing experimental uncertainties evaluated with ) = 1 (red), model
(yellow) and parameterisation (green) uncertainties. Experimental, model and parameterisation uncertainties are
cumulative. The lower panel illustrates the fractional uncertainties.
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Figure 19: 'B from ATLASpdf21, showing experimental uncertainties evaluated with ) = 1, model and parameterisa-
tion uncertainties, compared with other recent PDFs: ABMP16 [79], CT14 [78], CT18, CT18A [74], MMHT14 [77],
MSHT20 [75], NNPDF3.0 [80], NNPDF3.1_strange [81], ATLASepWZ16 [9] and ATLASepWZVjets20 [11]. Left:
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https://link.springer.com/article/10.1140/epjc/s10052-022-10217-z
https://gitlab.cern.ch/fitters/xfitter/-/tree/ATLASpdf21/examples/ATLASpdf21
https://gitlab.cern.ch/fitters/xfitter-datafiles/-/tree/newATLAS/lhc/atlas
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EXERCISE 7
Charged pion PDF
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Ø Purpose: Extract the charged pion PDF (poorly studied experimentally)

Ø Data set: Data from E615,                                                                                         
NA10 and WA70 experiments                                                                                       
(di-muon and direct photon                                                                       
production)

Ø Charge symmetry 𝑑 = 2𝑢 and SU(3)-symmetric sea 𝑢 = �̅� = 𝑠 = �̅� at the initial 
scale 𝑄6' = 1.9 GeV2

Ø The 𝐴@ and 𝐴A parameters are determined by the sum rules:

2

I. EXPERIMENTAL DATA81

Our analysis is based on Drell-Yan data from NA10 [30]82

and E615 [31] experiments, and on photon production83

data from the WA70 [32] experiment. The NA10 and84

E615 experiments studied scattering of a ⇡� beam o↵85

a tungsten target, with E⇡ = 194, 286 GeV in the NA1086

experiment and E⇡ = 252 GeV in the E615 experiment.87

The WA70 experiment used ⇡± beams and a proton target.88

The ⌥-resonance range, which corresponds to bins with89 p
⌧ 2 [0.415, 0.484], were excluded from the analysis.90

Here
p
⌧ = mµµ/

p
s, mµµ is the invariant mass of the91

muon pair, and
p
s is the center-of-mass energy of pion-92

nucleon system.93

FIG. 1. Leading order Feynman diagrams for the considered94

processes: Drell-Yan dimuon production (left) and direct95

photon production (center and right).96

Leading order Feynman diagrams for the considered97

processes are shown in Fig. 1. The Drell-Yan data98

constrain the valence distribution relatively well, but are99

not sensitive to sea and gluon distributions. The prompt100

photon production data complement the DY data by101

providing some sensitivity to the gluon distribution,102

but have smaller statistics and large uncertainties in103

comparison to the DY data.104

II. PDF PARAMETERISATION105

We choose to parameterise the ⇡� PDFs xf(x,Q2) at
an initial scale Q2

0 = 1.9 GeV, just below the charm mass
threshold. Neglecting electroweak corrections and quark
masses, we assume charge symmetry: d = ū, and SU(3)-
symmetric sea: u = d̄ = s = s̄. Under these assumptions,
pion PDFs are reduced to three distributions: total
valence v, total sea S, and gluon g:

v = (d� d̄)� (u� ū) = 2(d� u) = 2dv,

S = 2u+ 2d̄+ s+ s̄ = 6u,

g = g,

which we parameterise using a generic form:

xv(x) = Avx
Bv (1� x)Cv (1 +Dvx

↵),

xS(x) = ASx
BS (1� x)CS ,

xg(x) = Agx
Bg (1� x)Cg .

The B-parameters determine the low-x behavior, and
C-parameters determine the high-x behavior. Quark-
counting and momentum sum rules have the following

form for ⇡�:
Z 1

0
v(x)dx = 2,

Z 1

0
x(v(x) + S(x) + g(x))dx = 1. (1)

The sum rules determine the values of parameters Av and106

Ag, respectively. The constant factors in the definitions107

of v, S, g were chosen in such a way, that hxvi, hxSi, hxgi108

are momentum fractions of pion carried by the valence109

quarks, sea quarks, and gluons, respectively (here hxfi =110 R 1
0 xf(x)dx).111

The extension Dvx↵ was introduced in xv(x) to mit-112

igate possible bias due to inflexibility of the chosen113

parameterisation. This extension was omitted in the114

initial fits (Dv = 0). Afterwards, a parameterisation115

scan was performed by repeating the fit with free Dv116

and di↵erent fixed values of parameter ↵. Of the tried117

extensions of xv(x), only ↵ = 5
2 has improved the quality118

of the fit noticeably (see Table I and Section V for119

discussion). The additional free parameter Dv changes120

the shape of the valence distribution only slightly (Fig.121

2). Similar attempts to add more parameters of the122

form (1 + Dvx↵ + Evx�) did not result in significant123

improvement of �2. The final presented results use a124

free Dv and ↵ = 5
2 .125

TABLE I. Fitted parameter values and �2. First column126

corresponds to the fit with Dv = 0. Second column shows127

results of the fit with free Dv and ↵ = 5
2 . The uncertainties128

of parameter values were esimated using the Hessian method129

(corresponding to ”experimental” uncertainties discussed in130

V). The CS and Cg parameters were fixed. The valence and131

gluon normalization parameters Av and Ag were not fitted,132

but were determined based on sum rules (Eq.(1)) and values133

of the fitted parameters.134

Dv=0 free Dv

�2/NDoF 480/374=1.28 474/373=1.27
Av 1.41 0.98
Bv 0.80± 0.03 0.69± 0.04
Cv 0.96± 0.03 0.31± 0.09
Dv 0 �0.91± 0.05
AS 14 ± 5 20 ± 7
BS 0.9 ± 0.2 1.0 ± 0.2
CS 8 8
Ag 425 431
Bg 4.5 ± 0.9 4.5 ± 0.8
Cg 5 5

135

136

137138

III. CROSS-SECTION CALCULATION139

PDFs are evolved up from the starting scaleQ2
0 by solv-140

ing the DGLAP equations numerically using QCDNUM [33].141

The evolution is performed using the variable flavor-142

number scheme with quark mass thresholds at mc =143

1.43 GeV, mb = 4.5 GeV. Predicted cross-sections are144

calculated as a convolution of the evolved pion PDFs145

with a precomputed grid and PDFs of a proton or146

Decomposition and parameterisation at initial scale

To parameterize PDFs of ⇡�, assume at the initial scale Q
2
0 = 1.9 GeV2 charge

symmetry: d = ū, and SU(3)-symmetric sea: u = d̄ = s = s̄.

v := (d � d̄)� (u � ū), xv(x) = Avx
Bv (1� x)Cv (1 + Dvx

5
2 ),

S := 2u + 2d̄ + s + s̄ = 6u, xs(x) = ASx
BS (1� x)CS ,

g := g , xg(x) = Agx
Bg (1� x)Cg .

The Av and Ag parameters are determined by the sum rules:

Z 1

0
v(x)dx = 2,

Z 1

0
x(v(x) + S(x) + g(x))dx = 1.

Initial fits failed to determine all sea and gluon parameters simultaneously, so we
fixed Cs = 8,Cg = 5.

14Decomposition and parameterisation at initial scale

To parameterize PDFs of ⇡�, assume at the initial scale Q
2
0 = 1.9 GeV2 charge

symmetry: d = ū, and SU(3)-symmetric sea: u = d̄ = s = s̄.

v := (d � d̄)� (u � ū), xv(x) = Avx
Bv (1� x)Cv (1 + Dvx

5
2 ),

S := 2u + 2d̄ + s + s̄ = 6u, xs(x) = ASx
BS (1� x)CS ,

g := g , xg(x) = Agx
Bg (1� x)Cg .

The Av and Ag parameters are determined by the sum rules:

Z 1

0
v(x)dx = 2,

Z 1

0
x(v(x) + S(x) + g(x))dx = 1.

Initial fits failed to determine all sea and gluon parameters simultaneously, so we
fixed Cs = 8,Cg = 5.

14
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Ø $> cd ~/xFitterTutorial/exercise7

Ø We need to add data from E615, NA10 and WA70 experiments in the 
steering.txt file 
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Ø We need to modify the parametrization in parameters.yaml, as well as 
decomposition

Ø We also need to change evolution, and define it for both 𝜋( and 𝜋)

Nice feature! In this way you have the same 
evolution used for 𝜋), just with inverted charged

We have to define a nuclear PDF set for both the 
incoming proton and the target (tungsten in this case)
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Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output

Ø You need to compare these PDFs with i.e. JAM or GRVPI1

Ø Valence and gluon distributions in good agreement with JAM and both 
disagree with the early GRV analysis 5

FIG. 3. Comparison between the pion PDFs obtained in this work, a recent determination by the JAM collaboration [31],
and the GRVPI1 pion PDF set [27].

FIG. 4. We display the scale variation of the cross section
for a sample E615

p
⌧ bin as a function of xF . Note, the

normalization factor of Table II (1.60 ± 0.020) has not been
applied. We observe the relative impact of the scale variation
is minimal except at very large x (x >⇠ 0.9).

di↵erent v(x) ⇠ (1 � x)2. The discrepancy between
DSE predictions and fits to pion Drell-Yan data is
well-known [9, 26, 30], and it has been demonstrated
that soft-gluon threshold resummation (which was not
included in this analysis) may be used to account for this
disagreement [30]. Alternatively, DSE calculations using
inhomogeneous Bethe-Salpeter equations [9] can produce
PDFs consistent with the linear behavior of the v(x) in
the region covered by DY data, pushing the onset of the
(1� x)2 regime to very high x.

Although the asymptotic behavior of the valence PDF
is a theoretically interesting measurement, we will ex-

plain in the following why we are unable to determine
this with the current analysis; conversely, details of the
asymptotic region therefore do not impact our extracted
pion PDFs.

First, the asymptotic DSE results only apply at asymp-
totically large x values. While the precise boundary
is a subject of debate, Ref. [9] demonstrates that the
perturbative QCD predictions may only set in very near
x = 1; hence, the observed (1 � x)1 behavior could be
real where the data exists. Consequently, it is entirely
possible to have (1�x)1 behavior at intermediate to large
x, but then still find (1 � x)2 asymptotically. Except
for the threshold-resummed calculation of Ref. [30], the
fits to the E615 and NA10 data [28, 29, 31, 35, 36, 46]
generally obtain high-x behaviors that are closer to
(1 � x)1 than the DSE result. This explains how these
many fits can coexist with the asymptotic DSE limit.

What would it take to be able to accurately explore the
x ! 1 asymptotic region? This region is challenging both
experimentally and theoretically. On the experimental
side, in the limit x ! 1 the PDFs are rapidly decreasing.
Hence the cross section is very small, making large x
measurements di�cult. Fig. 6 displays the full set of data
we fit, and it is evident that the number of data at the
largest xF values is limited. The issues on the theoretical
side are also complex. In Fig. 4 we present the scale
dependence for a sample subset of the E615 data. We
see the relative scale dependence across the xF kinematic
range is generally under control, with the exception of the
very large xF limit; hence, the theoretical uncertainties
of the NLO calculation increase precisely in the region
required to extract the asymptotic behavior. Therefore,
we reiterate that this analysis does not possess su�cient
precision to infer definitive conclusions on the asymptotic
x ! 1 limit of the pion structure function.

Furthermore, to properly study the x ! 1 asymptotic
limit, a more sophisticated parametric form is required.
The polynomial form for the pion valence PDF of Eq. 1
has only two or three free parameters {Bv, Cv, Dv}, and

5

FIG. 3. Comparison between the pion PDFs obtained in this work, a recent determination by the JAM collaboration [31],
and the GRVPI1 pion PDF set [27].

FIG. 4. We display the scale variation of the cross section
for a sample E615

p
⌧ bin as a function of xF . Note, the

normalization factor of Table II (1.60 ± 0.020) has not been
applied. We observe the relative impact of the scale variation
is minimal except at very large x (x >⇠ 0.9).

di↵erent v(x) ⇠ (1 � x)2. The discrepancy between
DSE predictions and fits to pion Drell-Yan data is
well-known [9, 26, 30], and it has been demonstrated
that soft-gluon threshold resummation (which was not
included in this analysis) may be used to account for this
disagreement [30]. Alternatively, DSE calculations using
inhomogeneous Bethe-Salpeter equations [9] can produce
PDFs consistent with the linear behavior of the v(x) in
the region covered by DY data, pushing the onset of the
(1� x)2 regime to very high x.

Although the asymptotic behavior of the valence PDF
is a theoretically interesting measurement, we will ex-

plain in the following why we are unable to determine
this with the current analysis; conversely, details of the
asymptotic region therefore do not impact our extracted
pion PDFs.

First, the asymptotic DSE results only apply at asymp-
totically large x values. While the precise boundary
is a subject of debate, Ref. [9] demonstrates that the
perturbative QCD predictions may only set in very near
x = 1; hence, the observed (1 � x)1 behavior could be
real where the data exists. Consequently, it is entirely
possible to have (1�x)1 behavior at intermediate to large
x, but then still find (1 � x)2 asymptotically. Except
for the threshold-resummed calculation of Ref. [30], the
fits to the E615 and NA10 data [28, 29, 31, 35, 36, 46]
generally obtain high-x behaviors that are closer to
(1 � x)1 than the DSE result. This explains how these
many fits can coexist with the asymptotic DSE limit.

What would it take to be able to accurately explore the
x ! 1 asymptotic region? This region is challenging both
experimentally and theoretically. On the experimental
side, in the limit x ! 1 the PDFs are rapidly decreasing.
Hence the cross section is very small, making large x
measurements di�cult. Fig. 6 displays the full set of data
we fit, and it is evident that the number of data at the
largest xF values is limited. The issues on the theoretical
side are also complex. In Fig. 4 we present the scale
dependence for a sample subset of the E615 data. We
see the relative scale dependence across the xF kinematic
range is generally under control, with the exception of the
very large xF limit; hence, the theoretical uncertainties
of the NLO calculation increase precisely in the region
required to extract the asymptotic behavior. Therefore,
we reiterate that this analysis does not possess su�cient
precision to infer definitive conclusions on the asymptotic
x ! 1 limit of the pion structure function.

Furthermore, to properly study the x ! 1 asymptotic
limit, a more sophisticated parametric form is required.
The polynomial form for the pion valence PDF of Eq. 1
has only two or three free parameters {Bv, Cv, Dv}, and

3

FIG. 2. The valence distribution when using minimal pa-
rameterisation (Dv = 0) and the extended parameterisation
with free Dv. The shown uncertainty bands were determined
using the Hessian method (corresponding to “experimental”
uncertainties discussed in Section V). High-x behavior is
linear in (1� x).

APPLgrid [34] package was used for these calculations.134

The grids are generated using the MCFM [35] generator.135

For Drell-Yan, the invariant mass of the lepton pair136

was used for the renormalisation and factorisation scales,137

namely µR = µF = mll. For prompt photon production,138

the scale was chosen as the transverse momentum of the139

prompt photon, namely µR = µF = pT (�).140

We verified that the grid binning was su�ciently fine141

by comparing the convolution of the grid with the PDFs142

used during grid generation and a reference cross-section143

produced during grid generation. The deviation from144

the reference cross-section, as well as estimated statistical145

uncertainty of the predictions, are an order of magnitude146

smaller than the uncertainty of the data. This check was147

performed for each data bin.148

Both the evolution and cross-section calculations are149

performed at next-to-leading order (NLO). The calcula-150

tion for prompt photon production include only direct151

photon production, neglecting contributions of fragmen-152

tation photons. For the tungsten target, nuclear PDFs153

from nCTEQ15 [36] determination were used. In case of154

proton target, PDFs of ref. [37] were employed (which155

were also used as the baseline in the nCTEQ15 study). The156

use of another popular nuclear PDF set EPPS16 [38] was157

omitted because their fit used the same pion-tungsten158

DY data as the present analysis. Considering ⇡�N data,159

EPPS16 fitted PDFs of tungsten using fixed pion PDFs160

from an old analysis by GRV [22].161

IV. STATISTICAL TREATMENT AND162

ESTIMATION OF UNCERTAINTIES163

The PDF parameters are found by minimizing the �2
164

function defined as165

�2 =
X

i

(di � t̃i)2

�
�systi

�2
+

✓q
t̃i
di
�stati

◆2 +
X

↵

b2↵, (2)

where i is the index of the datapoint and ↵ is the166

index of the source of correlated error. The measured167

cross-section is denoted by di, with �systi and �stati being168

respectively the corresponding systematic and statistical169

uncertainties. ti-s represent the calculated theory predic-170

tions, and t̃i = ti (1 +
P

↵ �i↵b↵) are theory predictions171

corrected for the correlated shifts. �i↵ is the relative172

coe�cient of the influence of the correlated error source173

↵ on the datapoint i, and b↵ is the nuisance parameter174

for the correlated error source ↵.175

The error rescaling �̃stat =
q

t̃i
di
�stat is used to correct176

for Poisson fluctuations of the data. Since statistical177

uncertainties are typically estimated as a square root of178

the number of events, a random statistical fluctuation179

down in the number of observed events leads to a180

smaller estimated uncertainty, which gives such points181

a disproportionately large weight in the fit. The error182

rescaling corrects for this e↵ect.183

The nuisance parameters b↵ are used to account for184

correlated uncertainties. In our analysis the correlated185

uncertainties consist of the overall normalization uncer-186

tainties of the datasets, the correlated shifts in predic-187

tions related to uncertainties from nuclear PDFs, and the188

strong coupling constant ↵S(M2
Z) = 0.118 ± 0.001. The189

nuisance parameters are included in the minimization190

along with the PDF parameters. They determine shifts191

of the theory predictions and contribute to the �2 via192

the penalty term
P

↵ b2↵. For overall data normalization,193

the coe�cients �i↵ are relative uncertainties as reported194

by the corresponding experiments (listed in Table II).195

For the uncertainties from nuclear PDFs and ↵S , the196

TABLE II. Normalization and partial �2 for the considered
datasets. Normalization uncertainty is presented as estimated
by corresponding experiments. In order to agree with theory
predictions, the measurements must be multiplied by the
normalization factor. Deviations from 1 in the normalization
factor lead to a penalty in �2, as described in Section IV.
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ory predictions with respect to ↵S and the uncertainty200

eigenvectors of the nuclear PDFs as provided by the201

nCTEQ15 set. This linear approximation is valid only202
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optimal values. We verified that this condition was204

satisfied for the performed fits.205

Several studies presented in this paper use the Monte-206

Carlo (MC) method for propagation of uncertainties.207

In this method, the fit is repeated many times with208
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164
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�2 =
X

i

(di � t̃i)2

�
�systi

�2
+

✓q
t̃i
di
�stati

◆2 +
X

↵

b2↵, (2)

where i is the index of the datapoint and ↵ is the166

index of the source of correlated error. The measured167

cross-section is denoted by di, with �systi and �stati being168

respectively the corresponding systematic and statistical169

uncertainties. ti-s represent the calculated theory predic-170

tions, and t̃i = ti (1 +
P

↵ �i↵b↵) are theory predictions171

corrected for the correlated shifts. �i↵ is the relative172

coe�cient of the influence of the correlated error source173

↵ on the datapoint i, and b↵ is the nuisance parameter174

for the correlated error source ↵.175

The error rescaling �̃stat =
q

t̃i
di
�stat is used to correct176

for Poisson fluctuations of the data. Since statistical177

uncertainties are typically estimated as a square root of178

the number of events, a random statistical fluctuation179

down in the number of observed events leads to a180

smaller estimated uncertainty, which gives such points181

a disproportionately large weight in the fit. The error182

rescaling corrects for this e↵ect.183
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correlated uncertainties. In our analysis the correlated185

uncertainties consist of the overall normalization uncer-186
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tions related to uncertainties from nuclear PDFs, and the188
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by the corresponding experiments (listed in Table II).195
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by corresponding experiments. In order to agree with theory
predictions, the measurements must be multiplied by the
normalization factor. Deviations from 1 in the normalization
factor lead to a penalty in �2, as described in Section IV.
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ory predictions with respect to ↵S and the uncertainty200

eigenvectors of the nuclear PDFs as provided by the201

nCTEQ15 set. This linear approximation is valid only202

when the minimisation parameters are close to their203

optimal values. We verified that this condition was204

satisfied for the performed fits.205

Several studies presented in this paper use the Monte-206

Carlo (MC) method for propagation of uncertainties.207

In this method, the fit is repeated many times with208

randomized replicas of the data. Datapoints in each209

replica follow the Gaussian distribution with mean at210
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EXERCISE 8
Charged pion    

Fragmentation Functions
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Ø Purpose: Extract the charged pion fragmentation functions (FFs)

Ø Data set: Single inclusive electron-positron annihilation (SIA) + BELLE13/20 data

Ø Parametrization form: 

Ø We assume isospin symmetry 𝐷BC
# = 𝐷<D

C$ and 𝐷=BC
# = 𝐷DC

$

Ø We assume the charge conjugate 𝐷!C
#
= 𝐷!C

$ for all the flavour component

Ø We fit the flavour combinations 𝑖 = 𝑢(, 𝑑(, 𝑠(, 𝑐(, 𝑏( and 𝑔

Ø We parametrise FFs at a starting scale of 𝑄6' = 5 GeV2

Ø 19 free parameters in total

Ø Fitted distributions:                                                                              ( 𝒛 = 𝟐𝑬𝒉/ 𝒔 )

3

related to the hadronic fragmentation function F
h
±

2 as2

d�
h
±

dz
(z,Q) = �0 F

h
±

2 (z,Q) , (1)

where �0=4⇡↵2
/Q

2 and ↵ is the electromagnetic
coupling.

The factorization theorem allows us to write the non-
perturbative hadronic fragmentation function F

h
±

2 as a
convolution of a perturbative coe�cient function Ci and
a non-perturbative partonic fragmentation function D

h
±

i

given by: [31–33]

F
h
±

2 (z,Q) =
X

i

Ci(z,↵s(Q))⌦D
h
±

i
(z,Q) , (2)

where we sum over parton flavors i = q, q̄, g. The
coe�cient functions Ci have been calculated up to
the NNLO accuracy in the MS scheme [34, 35]. The

non-perturbative partonic FFs D
h
±

i
are universal and

represent the number density for a hadron of type h
±

from parton i with momentum fraction z at scale Q. It
is the universal property of the FFs which will allow
us to extract these quantities by parameterizing their
functional form and fitting to experimental data.

To simplify the expansion of the hard scattering cross-
section, we choose the renormalization scale µR and
the factorization scale µF equal to the center-of-mass
energy;3 thus, we have µR = µF =

p
s ⌘ Q.

The scale dependence of the partonic FFs is described
by the DGLAP evolution equations, [36–39]

dD
h
±

i
(z,Q)

d ln(Q2)
= [Pij ⌦D

h
±

j
](z,Q) , (3)

where Pij are the perturbative time-like splitting
functions, and the convolution integral ⌦ is

[P ⌦D](z) =

Z 1

z

dy

y
P (y)D

✓
z

y

◆
. (4)

We solve the integro-di↵erential DGLAP equations
directly in z space using the APFEL package [40] which
provides NLO and NNLO accuracy.

Now that we have outlined the key elements of the SIA
cross section calculation, we next examine the framework
for our analysis, including the parameterization of the
non-perturbative FFs.

2
Here, we will follow the notation of Ref. [4], and the subscript

on Fh±
2 suggest an analogy with the F2 DIS hadronic structure

function.
3
To be more precise, in Eq. (2) the ↵S(µR) depends on

the renormalization scale µR, and the partonic fragmentation

function Dh±
i (z, µF ) depends on the factorizaton scale µF .

III. ANALYSIS FRAMEWORK

We will obtain the Fragmentation Functions (FFs)
by parameterizing their functional form in z and
then performing a fit by minimizing a �

2 function
in comparison with experimental data. In the
following, we detail the analysis framework including the
parameterization form, the fitting procedure, and the
uncertainty analysis.

A. FFs parametrization and assumptions

We parametrize the z dependence of the FFs at an
initial scale Q0 = 5 GeV which keeps us above mb, and
use the DGLAP equations to evolve to arbitrary Q scale.
The flexible parametric form we use is:

D
⇡
±

i
(z,Q0) =

Niz
↵i(1� z)�i [1 + �i(1� z)�i ]

B[2+↵i,�i+1]+�iB[2+↵i,�i+�i+1]
,

(5)

which has (maximally) five free parameters
{Ni,↵i,�i, �i, �i} per parton flavor. Here, B[a, b] is
the Euler beta function. For the charged pion FFs, we
fit the flavor combinations i = u

+
, d

+
, s

+
, c

+
, b

+ and g.
The beta functions in the denominator of Eq. 5 simply
ensures

R 1
0 dz zDi = Ni.

There are a number of constraints we can impose to
reduce the number of free parameters of the fit. From
the energy sum rule, we have the relation:

X

h

Z 1

0
dz zD

h

i
=

X

h

N h

i
= 1 , (6)

where h sums over all possible produced hadrons. For the
pion FFs (h = ⇡

±) this relation provides only an upper
bound, but if we expect the lighter pions carry most of
the parton momentum, then we have

N ⇡
±

i
< 1 , (7)

where i = g, q, q̄. Note, in Table I we report Nu+ where
u
+ = u+ ū, hence the limit on this quantity is Nu+ < 2.
Thus, we will use four shape parameters {↵i,�i, �i, �i}

together with the normalization parameter Ni to fit our
FFs.
For the ⇡

+ FFs, we assume isospin symmetry
for the favored (u, d̄) and unfavored (ū, d)
components [4, 14, 15]:

D
⇡
+

u
= D

⇡
+

d̄

D
⇡
+

ū
= D

⇡
+

d
. (8)

We can also use charge conjugation to relate the above
⇡
+ FFs to the ⇡

� FFs:

D
⇡
+

i
= D

⇡
�

i
, i = u

+
, d

+
, s

+
, c

+
, b

+
, g . (9)

Theoretical Framework

6

e� + e+ �,Z 0
���! ⇡±X (SIA)

d�h

dz
, 1
�tot

d�h

dph
, s

�
d�h

dz
, 1
��tot

d�h

dz
, ...

• Data selection:
1. Inclusive SIA,
2. Inclusive SIA 4-Flavor,
3. uds tagged,
4. c and b tagged,

• Parameterization form:

D
⇡±
i

(z,Q0) =
Ni z

↵i (1 � z)�i [1 + �i (1 � z)�i ]

B[2+↵i ,�i+1]+�i B[2+↵i ,�i+�i+1]
,

• Q2
0 = 5GeV 2

• We fit the flavor combinations i = u+, d+, s+, c+, b+ and g.

• Theoretical observable ( APFEL )
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Ø $> cd ~/xFitterTutorial/exercise8

Ø We need to add SIA and BELLE13/20 data in the steering.txt file 
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Ø We need to modify the parametrization in parameters.yaml, as well as 
decomposition

Ø We also need to change evolution – to study                                           
antiproton, we used the same trick used for 𝜋(
in Exercise 7 (FlipCharge)
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Ø To obtain datafiles: $> ln -s ~/Software/xfitter-master/datafiles .

Ø To run xFitter: $> xfitter

Ø To draw your results: $> xfitter-draw output

Ø You can compare these PDFs with NNLO NNFF1 and NLO JAM19 and DSEHS14

Ø Generally compatible with NNFF1 and DSEHS14 at larger z, but they differ at 
low-z (more pronounced for Fit E) 19
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FIG. 9. A comparison of our preferred Fit E [IPMx] as well as Fit B for charged pion FFs (⇡++⇡�) at NNLO with results
from the literature at Q2 = 100 GeV2. We display NNFF1 [4] at NNLO, JAM19 [13] at NLO, DSEHS [5] at NLO, with their
uncertainties at Q2 = 100 GeV2. Note, discretion is necessary when interpreting the very low z region as the extrapolation of
the FF grids extends beyond the region fitted in the individual analyses. For example, the JAM19 focus was on SIDIS in the
region z & 0.2, and NNFF1 used a lower kinematic cut of zmin=0.02 for Q=MZ and 0.075 for Q < MZ . While Fit E is our
preferred fit, we also display Fit B to highlight the impact of the low z cuts.

PRD 104 (2021) 5 056019 

https://inspirehep.net/literature/1864814
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Ø First of all, you need to download APPLgrid from here
Ø You can download the latest version available 1.6.32

Ø Then you need to download aMC@NLO from here
Ø I would recommend you to download version 2.9.X/3.5.X (standard in ATLAS)

Ø After having installed aMC@NLO you need to generate the process you want 
to simulate, so e.g. p p > l vl. An example set of commands might be:

Ø Then download aMCfast and follow the instructions described here

Ø At this stage, you need to write your analysis file (I would suggest the top-
drawer format). You have lots of examples in the FOAnalysis folder, please 
have a look there
Ø It is in fortran, but it should be pretty straightforward to understand how to define 

new distribution

How to generate fixed order predictions

If you have doubts, please follow the 
instructions on any MG5_aMC@NLO 

tutorial to produce this process

https://applgrid.hepforge.org/downloads
https://launchpad.net/mg5amcnlo/+download
https://amcfast.hepforge.org/instructions.html
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Ø Then you have to run first a preparatory run

Ø To perform this preparatory run, we set in the run card

Ø Since at this stage the interpolation grids are not filled up, there is no need of 
a high accuracy, thus setting something like in the run card is 
enough

Ø If the run finishes successfully, the code will have created the starting grid that 
now need to be filled up. So we have to run again the code giving:                          
("-o" ensures that the code restarts the run from the grids generated in the 
previous run)

Ø Now for this second run, we only need to edit the run card and to set:

Ø In addition, we might want to increase the accuracy of the integration by 
setting, for example: 

Ø Requiring an higher accuracy should get rid of the statistical fluctuation

How to generate fixed order predictions


